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Abstract: This effort presents a fault-tolerant LAN architecture for Mobile Mission Critical Systems (MMCS’s). MMCS’s are real-time computing platforms that perform continuously in harsh environments. It is desirable that they continue to perform a subset of critical tasks under fault conditions. The network in a MMCS can be characterized as an isolated, real-time, device-control network. A key consideration for MMCS’s is the ability of the network to support critical operations during fault conditions. The architecture we propose combines a priority-driven, real-time, LAN protocol with the adaptive earliest deadline first (AEDF) scheduling approach. Under nominal conditions the real-time protocol efficiently guarantees all message time constraints with respect to bandwidth utilization efficiency. If a fault(s) occurs, AEDF attempts to sustain critical tasks by ordering message transmissions based on value and system-state, ignoring bandwidth utilization efficiency. A significant capability of AEDF is its ability to detect and respond to the occurrence of a fault before critical message transmissions are late. A case study and simulation are presented to evaluate performance during overloads.

I. INTRODUCTION

This effort presents a fault-tolerant LAN (FT-LAN) architecture for Mobile Mission Critical Systems (MMCS’s). MMCS’s are mobile, embedded, real-time, computer systems that can be found in applications such as robotic vehicles, military vehicles, off-road vehicles, and aircraft. These systems are required to perform continuous operations in harsh, dynamic environments. It is desirable that they continue to perform a subset of critical tasks under fault conditions. Failure to perform critical tasks can result in serious injury or costly damage.

A significant trend in the evolution of MMCS’s is the migration towards local area network (LAN) based computer architectures. This evolution is motivated by rapid increases in system complexity and the resultant growth in development, maintenance, and reliability issues. Network-based computer architectures introduce the potential to significantly alleviate these concerns. The network in a MMCS can be characterized by a limited geographic span, tightly controlled inter-network access, and availability of apriori knowledge regarding operational parameters such as process arrival rates and message lengths. It is expected that applications for MMCS’s will continue to grow. Further, as user performance demands continue to increase, system complexity will also grow, exacerbating cost and reliability concerns.

A significant obstacle to fully exploiting the potential of computer networks in MMCS’s is the inability to predict temporal behavior during network overloads. Overloads result from network faults that occur during continuous operations in harsh, dynamic environments. Several approaches have focused on efficiently guaranteeing time constraints under nominal conditions [6,8,11]. However, these approaches tend to perform poorly during overloads because they don’t consider value or system state. The FT-LAN architecture described in this paper provides conditional guarantees for the time constraints of critical messages during overloads.

In the remainder of this paper, we (ii) discuss previous relevant work, (iii) present a network model, (iv) describe the operation of Adaptive Earliest Deadline First (AEDF) for real-time networks, (v) present a case study using the weapons element of a combat vehicle, and (vi) summarize our results.

II. PREVIOUS RELATED WORK

The FT-LAN architecture combines the results of several past efforts regarding real-time LANs and fault-tolerance in real-time multi-tasking systems. In [6], Zhao etal. describe the augmented transmission time of a message for IEEE 802.5 token ring protocol as:

\[ C_i = \begin{cases} \frac{\theta(K_i^{-1})}{L_i} & \text{if } F \leq \theta \\ L_i \cdot F + (K_i - L_i) \cdot \max(C_i, L_i \cdot F_{data} + F_{ovhd}, \theta) + \theta & \text{otherwise} \end{cases} \]  

\[ \theta = \frac{C_i}{F_{ovhd}} + \min \left( \frac{C_i}{F_{ovhd}} \right) \]

where \( K_i = \frac{C_i}{F_{ovhd}} \) and \( L_i \cdot F_{data} + F_{ovhd} \)

\( \theta \) is worst case token circulation time, \( C_i \) is the length of the frame for the \( i \)th message, \( F_{data} \) is the length of a frame’s data, and \( F_{ovhd} \) is the length of a frame’s overhead.

In [8] a method was presented for determining the feasibility of a message set in a real-time LAN for a combat vehicle. This method uses the non-preemptive earliest deadline first (EDF) scheduling policy [3] and the IEEE 802.5 token ring LAN protocol [15]. It was shown to be particularly efficient for networks characteristic of those found in MMCS’s. For a set of \( n \) messages, \( \{m_j\} \), with deadlines that coincide with inter-arrival rates and an \( n \)th message that consists of at least one full frame, from [8] we have \( \{m_j\} \), is feasible if and only if the following conditions hold:

(1) The network utilization, \( U_n = \sum_{j=1}^{n} \frac{C_j}{P_i} \leq 1 \)

where \( C_i \) is the augmented message transmission time and \( P_i \) is the inter-arrival rate for the \( i \)th message.

(2) With \( P_i \)’s ordered in increasing order, for every interval \( L_i \leq P_i \), the normalized network demand, \( \hat{D}(0, L) \leq 1 \).

Where \( \hat{D}(0, L) = \min \left( \frac{1}{L} \left( \sum_{j=1}^{n} \frac{L}{P_j} C_i \right) \right) \)

\[ F_{max} \] is augmented transmission time of the longest frame.
Transient surges occur when frame arrivals exceed specified inter-arrival rates. Sources of transient surges include: frame retransmissions caused by lost/corrupt frames, asynchronous frames arrivals that exceed estimated values, or unforeseen state changes that causes a burst of unexpected traffic. Transient surges will subside returning the network to a nominal state. If a transient surge occurs as the arrival of $k$ unspecified messages, feasibility is determined by modifying eqn 2.2 to incorporate the transmission times, $C'_i$, and inter-arrival rates, $P_i$, of each additional message. A permanent network fault occurs when some component fails (e.g. a segment of transmission media or network interface card). This results in a delay, $\tau$, to each message’s transmission time, $C'_i$. To determine feasibility in this case, the transmission times in eqn 2.2 must include the delay: $C'_i + \tau$. A delay of infinity represents a failed message transmission. Recovery from permanent faults requires some form of reconfiguration or repair. Redundancy and dynamic reconfiguration are common ways of handling permanent faults.

During an overload, there is an indeterminate delay from the time that a fault occurs until the first frame transmission is late. The duration of this delay depends on the network loading and nature of the fault. The next section will describe how this delay can be leveraged to provide support for critical message transmissions.

IV. AEDF APPLIED TO NETWORKS

This section describes the application of AEDF to the real-time, LAN protocol described earlier [8]. During nominal conditions EDF scheduling is used to order frame transmissions and the network is non-intrusively monitored for the occurrence of faults. If a fault occurs, AEDF provides conditional guarantees for critical frames by (1) detecting faults before critical frames are late, (2) suspending non-critical frame transmissions, and (3) using VBS to order critical frame transmissions based on their value to the system and current system state. Although VBS is less efficient than EDF from the perspective of bandwidth utilization efficiency, its advantage lies in its ability to select high-value frames for timely transmission. This is a desirable trait during overloads, when some frames will unavoidably be late. These operations are described below.

Critical frames carry data whose late arrival can result directly in serious injury or costly damage (e.g. closed-loop stabilization or emergency stop). The late arrival of non-critical frames may cause degradation in performance but will not cause any immediate danger to the system or crew. Examples include oil-pressure and coolant temperature. The suspension of non-critical frame transmissions frees additional network capacity to support critical frame transmissions.

A. Early Fault Detection

AEDF proactively responds to the occurrence of faults by using spare network capacity to detect faults before critical frames are late. This is a noteworthy improvement over reactive methods which wait until a frame is late before realizing a fault condition exists. Since early fault detection
requires additional network capacity, it is only provided for critical frames. Reactive fault detection is provided for non-critical frames. Early fault detection is achieved by allocating unused capacity to create pseudo deadlne well before actual deadlines. If the resulting time constraints are feasible, then a violation of a pseudo deadline will signal the occurrence of a fault before any critical frame transmission is late. If enough spare capacity exists, a scheduling event can be guaranteed for each critical frame transmission before it is late. In section V, we will show that the amount of spare network capacity to achieve this is not unreasonable.

Figure 4.1 depicts this idea in terms of the time-line for a frame transmission using (4.1a) reactive fault detection and (4.1b) early fault detection. Assume an undetected overload condition exists and that a frame $f_i$ arrives at time $t=0$, with deadline $t_{di}$, and augmented transmission time $F_i'$. In 4.1a, the overload is detected when a scheduling event takes place at time $t' \geq t_{di} - F_i'$. If $f_i$ is scheduled immediately, it will complete transmission late, at time $t' + F_i'$. If the message set is feasible, then this could only happen if a fault has occurred, causing the network to overloal. In 4.1b, spare capacity is used to create a pseudo deadline at $\tau_{di} = t_{di} - K_i$. If the pseudo deadline is feasible, then a scheduling event occurring at time $t' \geq t_{di} - F_i'$ indicates a fault condition exists by violating the pseudo deadline. If $f_i$ is scheduled before $t_{di} - F_i'$ it will arrive on time.

![Diagram of Figure 4.1: Comparison of (a) reactive fault detection and (b) early fault detection with pseudo deadline at $\tau_{di}$](image)

The transmission time for the maximum length frame, $F_{max}$, has been shown to be the worst case blocking time and hence the lowest interval between scheduling events using the IEEE 802.5 protocol [8]. If $K_i = F_{max}$ for each critical frame, then during a transient overload each critical frame is guaranteed a scheduling event before it is late. During a permanent overload $F_{max}$ will increase by some undetermined amount, and such a scheduling event cannot be guaranteed. In our example, we will use $K_i = F_{max}$.

To determine the feasibility of early fault detection, the conditions from eqns 2.2 and 2.3 are modified to reflect the allocation of additional network capacity. Constraints (1) and (2) are modified by $\rho$, where $\rho = F_{max}$ for critical frames and $\rho = 0$ for non-critical frames. Constraint (1), network utilization for early fault detection is:

$$\forall L: \frac{C_i}{P_i - \rho} \leq 1 \quad (4.1a)$$

Constraint (2), normalized maximum demand for early fault detection is: $\forall L: P_i < L \leq P_{max}, \hat{D}_i(0, L) \leq 1$. Where

$$\hat{D}_i(0, L) = \frac{L}{P_{max} + \sum_{j=1}^{n-1} \left( \frac{C_j + C_{en}}{P_j - \rho} \right)}$$

and

$$\hat{D}_i(0, L) = L \left( \frac{P_{max} + \sum_{j=1}^{n-1} \left( \frac{C_j + C_{en}}{P_j - \rho} \right)}{P_{max} + \sum_{j=1}^{n-1} \left( \frac{C_j + C_{en}}{P_j - \rho} \right)} \right)$$

$$\quad 4.2$$

$$\hat{D}_i(0, L) = \frac{1}{L - \rho} \left( \frac{P_{max} + \sum_{j=1}^{n-1} \left( \frac{C_j + C_{en}}{P_j - \rho} \right)}{P_{max} + \sum_{j=1}^{n-1} \left( \frac{C_j + C_{en}}{P_j - \rho} \right)} \right)$$

$$\quad 4.2b$$

It should be noted that these conditions are pessimistic in that any fault condition is detected, even if it don’t result in an overload. If the conditions cannot be satisfied then there is not enough spare network capacity for early fault detection. Mitigation of these issues is discussed in more detail in [9].

B. Value Based Scheduling (VBS)

VBS [2,4,5,9] uses value functions to determine the cost or benefit of meeting or missing time constraints. Value functions are useful during overloads when relative value is more important than overall throughput. These functions are used to assess scheduler performance and order critical frame transmissions. For a message of type $i$, a value function with two parameters is used to assign values for each transmission:

$$v_i(w_i, l_i(t))$$

The weight parameter, $w_i$, establishes bounds for cost and benefit. A weight of $\infty$ represents system failure. The lateness parameter, $l_i(t)$, is a function of time that captures the impact of tardiness. A lateness function of $\infty$ represents a step function decline in value.

Figure 4.2 depicts the value function for a message $i$ that arrives at time $t_{ui}$ and has deadline $t_{di}$. Initially the message is assigned a value of $w_i$. If the frames that comprise the message are scheduled in a timely manner, then the message will be on-time and its value function is $v_i = w_i$. If a frame is scheduled at time $t > t_{di} - F_i$ then it is considered late and its value is decreased according to $l_i(t)$. In this example, the minimum value of $m_i$ is bound at $-w_i$. Thus we have:

if message $m_i$ is timely then $v_i(t) = w_i$, \hspace{1cm} (4.4)

otherwise, \hspace{0.5cm} $v_i(t) = \min(w_i, w_i - l_i(t))$, \hspace{0.5cm} if $w_i - l_i(t) \geq 0$

$= \max(-w_i, w_i - l_i(t))$, \hspace{0.5cm} if $w_i - l_i(t) < 0$.  

![Diagram of Figure 4.2: Value function for a message transmission showing declining value after its deadline, $t_{di}$, has passed. The value ranges from $w$ to $-w$, and declines at rate $l_i(t)$.](image)
If a fault occurs, AEDF also uses value functions to assign priorities to frames that comprise critical messages, as depicted in figure 4.3. Lower numeric values indicate higher priorities. For time \( t \) and critical frame \( f_i \) we have:

\[
\text{if } t \leq t_d-F_i \text{ then } \text{priority} = t_d - t \quad \text{(EDF scheduling)} \\
\text{otherwise } \text{priority} = \max(-w_i, w_i(t)) \\
\text{(VBS)}
\]

Once a fault is detected AEDF suspends the transmission of non-critical frames. This has the affect of releasing additional network capacity for critical message transmissions. Non-critical deadlines are still evaluated to determine the existence of a fault condition, however the frames are not considered for transmission. Non-critical frame transmissions resume when a scheduling event completes without any faults being detected.

AEDF uses non-intrusive monitoring and a simple value function to avoid exacerbating operations during overloads. As a result AEDF doesn’t add significant computational complexity to the EDF scheduling approach.

\[
\begin{align*}
V &= \frac{1}{\gamma} v_i \\
\text{if } t \leq t_d-F_i \text{ then } \text{priority} = t_d - t \quad \text{(EDF scheduling)} \quad (4.5) \\
\text{otherwise } \text{priority} = \max(-w_i, w_i(t)) \\
\text{(VBS)}
\end{align*}
\]

Once a fault is detected AEDF suspends the transmission of non-critical frames. This has the affect of releasing additional network capacity for critical message transmissions. Non-critical deadlines are still evaluated to determine the existence of a fault condition, however the frames are not considered for transmission. Non-critical frame transmissions resume when a scheduling event completes without any faults being detected.

AEDF uses non-intrusive monitoring and a simple value function to avoid exacerbating operations during overloads. As a result AEDF doesn’t add significant computational complexity to the EDF scheduling approach.

### Figure 4.3
The mapping of message value functions to individual frame priorities under fault conditions.

#### Table 5.1: Weapons Element Message Set

<table>
<thead>
<tr>
<th>Type</th>
<th>Size (bits)</th>
<th>Interarrival time (ms)</th>
<th>Type</th>
<th>Size (bits)</th>
<th>Interarrival time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gun Elevation Sensor</td>
<td>32</td>
<td>1</td>
<td>Target Gun Lock</td>
<td>32</td>
<td>16</td>
</tr>
<tr>
<td>Gun Azimuth Sensor</td>
<td>32</td>
<td>1</td>
<td>Proj Select</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>Gun Elevation Actuator</td>
<td>32</td>
<td>1</td>
<td>Proj Load</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>Gun Azimuth Actuator</td>
<td>32</td>
<td>1</td>
<td>Proj Release</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>Sight Azimuth Sensor</td>
<td>32</td>
<td>1</td>
<td>Proj Position</td>
<td>32</td>
<td>1.3</td>
</tr>
<tr>
<td>Sight Elevation Sensor</td>
<td>32</td>
<td>1</td>
<td>Gun Elev. Actuator Fluid Level</td>
<td>32</td>
<td>50</td>
</tr>
<tr>
<td>Sight Elevation Actuator</td>
<td>32</td>
<td>1</td>
<td>Gun Elev. Actuator Fluid Pressure</td>
<td>32</td>
<td>50</td>
</tr>
<tr>
<td>Gun Azimuth Setpoint</td>
<td>32</td>
<td>20</td>
<td>Gun Azimuth Actuator Fluid Level</td>
<td>32</td>
<td>50</td>
</tr>
<tr>
<td>Gun Elevation Setpoint</td>
<td>32</td>
<td>20</td>
<td>Sight Elevation Actuator Fluid Level</td>
<td>32</td>
<td>50</td>
</tr>
<tr>
<td>Sight Azimuth Setpoint</td>
<td>32</td>
<td>20</td>
<td>Sight Azimuth Actuator Fluid Level</td>
<td>32</td>
<td>50</td>
</tr>
<tr>
<td>Trigger Actuate</td>
<td>32</td>
<td>10</td>
<td>Sight Elev. Actuator Fluid Pressure</td>
<td>32</td>
<td>50</td>
</tr>
<tr>
<td>Target Id Query</td>
<td>32</td>
<td>16</td>
<td>Sight Azimuth Actuator Fluid Pressure</td>
<td>32</td>
<td>50</td>
</tr>
<tr>
<td>Target Id Status</td>
<td>1024</td>
<td>32</td>
<td>Loader Actuator Fluid Level</td>
<td>32</td>
<td>50</td>
</tr>
<tr>
<td>Weapon Status</td>
<td>4096</td>
<td>333</td>
<td>Ammunition Status</td>
<td>4096</td>
<td>333</td>
</tr>
<tr>
<td>Fires Status</td>
<td>4096</td>
<td>333</td>
<td>Situation Report</td>
<td>16K</td>
<td>1000</td>
</tr>
<tr>
<td>Observer</td>
<td>16K</td>
<td>1000</td>
<td>Audio Channel 1</td>
<td>2048</td>
<td>33</td>
</tr>
<tr>
<td>Audio Channel 2</td>
<td>2048</td>
<td>33</td>
<td>System Management 1</td>
<td>4096</td>
<td>64</td>
</tr>
<tr>
<td>System Management 2</td>
<td>4096</td>
<td>64</td>
<td>System Management 3</td>
<td>4096</td>
<td>64</td>
</tr>
<tr>
<td>System Management 4</td>
<td>4096</td>
<td>64</td>
<td>System Management 5</td>
<td>4096</td>
<td>64</td>
</tr>
<tr>
<td>System Management 6</td>
<td>4096</td>
<td>64</td>
<td>System Management 7</td>
<td>4096</td>
<td>64</td>
</tr>
</tbody>
</table>

V. EXAMPLE SYSTEM: NETWORK OPERATIONS UNDER OVERLOAD CONDITIONS

The weapons element of a main battle tank is presented as an example of a MMCS LAN. After describing the essential characteristics for evaluating the system, we simulate the system under overload conditions using both AEDF and EDF. Our objective is to evaluate the ability of AEDF to facilitate critical operations under overload conditions.

The weapons element of a main battle tank consists of a number of components and the means for controlling and monitoring those components. The primary components are the weapon itself, the fire control system, and the autoloader. Also included are processing resources, crew interfaces, a radio for communications external to the vehicle, and a digital intercom for internal voice communications. Figure 5.1 depicts a functional block diagram of the weapons element [12]. Table 5.1 describes the lengths and arrival rates of the messages in the element’s message set [12][13]. Several assumptions are made to determine the feasibility of the message set for this network. It is assumed that the LAN consists of 32 nodes (2 crew input/output stations, 2 CPU’s, a radio, 2 digital audio channels with 2 interfaces each, and 24 sensors and actuators of various types.) and estimate the total media length to be 200 meters. For a synchronous message, the inter-arrival rate is assumed to be its period, and the deadline is assumed to coincide with the period. The minimum inter-arrival rate of asynchronous messages is assumed to be their deadline. The operational state is a combat operation and loading is at its worst case.

#### A. Feasibility and AEDF Parameters

The selection of maximum frame size is significant and eqns 2.2 and 4.2 can be evaluated over varying frame sizes to determine which is optimal for a given message set [8]. For a data rate of 6M bits/second and a maximum frame payload of...
512 bits, eqns 2.2 and 2.3 give: \( \hat{D}(0, L) = 0.88, U_p = 0.89 \) [8]. The feasibility of early fault detection is evaluated using eqns 4.1 and 4.2. In this case \( \hat{D}(0, L) = 0.99, U_p = 1.0 \) and we have feasibility of early fault detection. Value functions are assigned to each message type as shown in table 5.2. The message set has been re-grouped into classes with identical time constraints, lengths, and value functions. Qty indicates the quantity of each message type. The weight, \( w \), and importance, \( l(t) \), are value function parameters. Weight increment, \( dw \), is used to alter the value of \( w \), to reflect a change in system state caused by late or timely arrivals. For this system, \( w \) is decremented by \( dw \) with each late arrival and incremented with each timely arrival, but to no more than the original value. Min val, is the least amount that \( w \) can decrease to. During the simulation \( w(t) \) is calculated for each message transmitted, and \( \overline{w}(t) \) for all transmissions of a message type.

Message identifiers are listed in the ID column. Critical message identifiers range from M1..M18, non-critical identifiers range from N19..N46. Identifiers are used to identify specific messages when discussing simulation results.

### Table 5.2: Message data grouped by message type

<table>
<thead>
<tr>
<th>MESSAGE TYPE</th>
<th>Qty</th>
<th>w</th>
<th>dw</th>
<th>min val</th>
<th>l(t)</th>
<th>ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trigger Actuate</td>
<td>1</td>
<td>60</td>
<td>3</td>
<td>-100</td>
<td>( 0 )</td>
<td>M1</td>
</tr>
<tr>
<td>Real-Time Information</td>
<td>2</td>
<td>50</td>
<td>1</td>
<td>-80</td>
<td>20x4/T</td>
<td>M2-M3</td>
</tr>
<tr>
<td>Stabilization Actuators/Sensors</td>
<td>8</td>
<td>20</td>
<td>1</td>
<td>-60</td>
<td>( 0 )</td>
<td>M4-M11</td>
</tr>
<tr>
<td>Stabilization Set Points</td>
<td>4</td>
<td>20</td>
<td>1</td>
<td>-60</td>
<td>20x4/T</td>
<td>M12-M16</td>
</tr>
<tr>
<td>Projectile Position</td>
<td>1</td>
<td>20</td>
<td>1</td>
<td>-30</td>
<td>( 0 )</td>
<td>M16</td>
</tr>
<tr>
<td>Weapons Status</td>
<td>1</td>
<td>15</td>
<td>1</td>
<td>-30</td>
<td>4x4/T</td>
<td>M17-M18</td>
</tr>
<tr>
<td>Ammunition Status</td>
<td>1</td>
<td>15</td>
<td>1</td>
<td>-30</td>
<td>4x4/T</td>
<td>N1-N8</td>
</tr>
<tr>
<td>System Management</td>
<td>1</td>
<td>10</td>
<td>1</td>
<td>-20</td>
<td>2x4/T</td>
<td>N20-N26</td>
</tr>
</tbody>
</table>

\( \overline{w}(t) \) is assigned a value of \( \hat{w} \). An asynchronous message that exceeds its estimated inter-arrival time is considered a fault of the transient surge variety. Asynchronous messages continue to pend until they are scheduled and transmitted. In order to create an overload situation, a transient surge of messages was inserted for four seconds during the simulation run. The surge was achieved by decreasing the inter-arrival time of system management messages from 64 ms to 4 ms. During the surge the maximum normalized network demand and utilization are determined as:

\[
\hat{D}(0, L) = 2.93, \quad U_p = 2.94
\]

This indicates that the network loading during the transient surge is nearly three times the feasible network loading.

Figure 5.2 depicts the percentage of late message arrivals ordered by decreasing value for AEDF and EDF algorithms. In this figure the tendency’s of EDF to minimize maximum lateness is clear. During an overload, this results in a relatively balanced percentage of late message arrivals. Conversely, AEDF’s use of VBS during overloads is clearly evident in the low percentage of high value messages and high percentage of low value messages transmitted late. EDF’s performance is further worsened because many of the high arrival-rate, high value stabilization messages (M4-M11) are blocked as EDF schedules relatively lower value messages (N33-N46). This situation does not occur using VBS.

Figure 5.3a and 5.3b depict the mean value for each message type sorted by decreasing value for AEDF and EDF algorithms. These figures present an indication of how the system performed under severe overload. EDF suffers to some extent on all of the critical message transmissions, M1-M19. EDF also scores well for many non-critical messages reflecting again its inability to distinguish importance. It is probable that critical operations would have failed in this instance. For AEDF, all critical messages retained nearly nominal value, indicating a reasonable probability that the system would have sustained critical operations under a severe overload. This comes at the cost of negative scores for most of the non-critical message transmissions. Figure 5.4 depicts a chart reinforces the earlier data regarding the ability of AEDF to facilitate network operations during severe overloads.

**B. Simulation Description and Results**

The duration of the simulation was for 10 seconds during which EDF and AEDF were evaluated under identical conditions. Pending late synchronous messages are dropped, since it would be more effective to send the most recent data, than to send data that is known to be late. A dropped message \( m_i \) is assigned a value of \( -w_i \) and \( w_i \) is decremented by \( dw \).

An asynchronous message that exceeds its estimated inter-arrival time is considered a fault of the transient surge variety. Asynchronous messages continue to pend until they are scheduled and transmitted. In order to create an overload situation, a transient surge of messages was inserted for four seconds during the simulation run. The surge was achieved by decreasing the inter-arrival time of system management messages from 64 ms to 4 ms. During the surge the maximum normalized network demand and utilization are determined as:

\[
\hat{D}(0, L) = 2.93, \quad U_p = 2.94
\]

This indicates that the network loading during the transient surge is nearly three times the feasible network loading.

Figure 5.2 depicts the percentage of late message arrivals ordered by decreasing value for AEDF and EDF algorithms. In this figure the tendency’s of EDF to minimize maximum lateness is clear. During an overload, this results in a relatively balanced percentage of late message arrivals. Conversely, AEDF’s use of VBS during overloads is clearly evident in the low percentage of high value messages and high percentage of low value messages transmitted late. EDF’s performance is further worsened because many of the high arrival-rate, high value stabilization messages (M4-M11) are blocked as EDF schedules relatively lower value messages (N33-N46). This situation does not occur using VBS.

Figure 5.3a and 5.3b depict the mean value for each message type sorted by decreasing value for AEDF and EDF algorithms. These figures present an indication of how the system performed under severe overload. EDF suffers to some extent on all of the critical message transmissions, M1-M19. EDF also scores well for many non-critical messages reflecting again its inability to distinguish importance. It is probable that critical operations would have failed in this instance. For AEDF, all critical messages retained nearly nominal value, indicating a reasonable probability that the system would have sustained critical operations under a severe overload. This comes at the cost of negative scores for most of the non-critical message transmissions. Figure 5.4 depicts a chart reinforces the earlier data regarding the ability of AEDF to facilitate network operations during severe overloads.
VI. SUMMARY

This effort addresses the issue of fault tolerance in a real-time network for MMCS’S’s. In this type of system, faults are expected to occur over lengthy operational cycles in harsh and dynamic environments. During an overload, critical messages require some level of continuous support until the system can be brought to a safe state. We propose the use of AEDF scheduling in conjunction with the IEEE 802.5 protocol for use in MMCS LAN’s. A simulation study of the weapons element of a combat vehicle demonstrates the potential of this approach. A more formal description of adaptive scheduling can be found in [9]. The next phase of this work will be to implement the network and conduct validation experiments.
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